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GOAL: Accurate Prediction of Virus Loading in Indoor Environments

• Currently it is motivated by COVID-19, but the methodology can be used for 
other respiratory viruses in the future

• Understand the process involved in virus-laden aerosol mixing and transport
• Predict the most probable regions of virus-laden aerosol accumulation and 

deposition, which will help us to plan 
Mitigation Strategies & Compute Risk of Transmission

Height
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Little is known about the amount and infectiousness of influenza
virus shed into exhaled breath. This contributes to uncertainty
about the importance of airborne influenza transmission. We
screened 355 symptomatic volunteers with acute respiratory illness
and report 142 cases with confirmed influenza infection who pro-
vided 218 paired nasopharyngeal (NP) and 30-minute breath samples
(coarse >5-μm and fine ≤5-μm fractions) on days 1–3 after symptom
onset. We assessed viral RNA copy number for all samples and
cultured NP swabs and fine aerosols. We recovered infectious virus
from 52 (39%) of the fine aerosols and 150 (89%) of the NP swabs
with valid cultures. The geometric mean RNA copy numbers were
3.8 × 104/30-minutes fine-, 1.2 × 104/30-minutes coarse-aerosol
sample, and 8.2 × 108 per NP swab. Fine- and coarse-aerosol viral
RNA were positively associated with body mass index and number
of coughs and negatively associated with increasing days since
symptom onset in adjusted models. Fine-aerosol viral RNA was
also positively associated with having influenza vaccination for both
the current and prior season. NP swab viral RNA was positively
associated with upper respiratory symptoms and negatively asso-
ciated with age but was not significantly associated with fine- or
coarse-aerosol viral RNA or their predictors. Sneezing was rare,
and sneezing and coughing were not necessary for infectious
aerosol generation. Our observations suggest that influenza infec-
tion in the upper and lower airways are compartmentalized and
independent.

influenza virus | aerosol | airborne infection | vaccination effects |
viral shedding

The nature of infectious contacts and the relative importance
of contact, large-droplet spray, and aerosol (droplet nuclei)

transmission remain controversial (1–6). Nonpharmaceutical
interventions have been employed to control and reduce the
impact of influenza epidemics and pandemics (7). However, to
design effective nonpharmaceutical interventions, it is necessary
to accurately define the relative and absolute contribution of
each route of transmission (8) and implement interventions that
impede those of principal importance.
Mathematical models that have been used to understand and

estimate the contribution of each mode are very sensitive to
estimates of unmeasured parameters (9, 10), such as the viral
load in exhaled breath and coughs and the frequency of sneezing
by influenza cases (8). However, due to limitations inherent to
sampling virus shedding via various routes from infected indi-
viduals, and the difficulty of distinguishing routes of transmission
in observational studies, the quantitative dynamics and relative
contributions of each route remain elusive (4, 8). Recent reports
have shown that infectious influenza virus can be recovered from
exhaled aerosols (11–13). These studies, based on small numbers
of cases or artificial breathing maneuvers, do not provide sufficient
data to quantify the extent of aerosol shedding during natural
breathing, nor do they identify the contributions of spontaneous
coughs and sneezes commonly thought to be the most important
mechanism for viral shedding, or identify other factors that may
impact viral aerosol shedding. We address these key knowledge

gaps by characterizing influenza virus in exhaled breath from
community-acquired influenza cases during natural breathing,
prompted speech, coughing, and sneezing, and assess the in-
fectivity of naturally occurring influenza aerosols.

Results
We screened 355 volunteers with acute respiratory illness; the
178 volunteers who met enrollment criteria provided 278 visits for
sample collection. We confirmed influenza infection in 156 (88%)
of the enrolled participants using qRT-PCR; 152 had at least one
positive nasopharyngeal (NP) swab and 4 (3%) were confirmed
based on positive aerosol samples alone. NP swab analysis was
positive for 8 (33%) of 24 randomly selected volunteers from
among the 177 screened who did not meet enrollment criteria;
thus, sensitivity and specificity of our enrollment criteria, during the
2012–2013 season, were ∼73% [95% confidence interval (CI) 62–
84%] and 84% (95% CI 80–88%), respectively. In the reported
analyses, we excluded 8 visits made on the day of symptom onset,
10 made >3 d after onset, 7 with missing data for cough, and 3 with

Significance

Lack of human data on influenza virus aerosol shedding fuels
debate over the importance of airborne transmission. We
provide overwhelming evidence that humans generate in-
fectious aerosols and quantitative data to improve mathe-
matical models of transmission and public health interventions.
We show that sneezing is rare and not important for—and that
coughing is not required for—influenza virus aerosolization.
Our findings, that upper and lower airway infection are inde-
pendent and that fine-particle exhaled aerosols reflect infection
in the lung, opened a pathway for a deeper understanding of
the human biology of influenza infection and transmission. Our
observation of an association between repeated vaccination and
increased viral aerosol generation demonstrated the power of
our method, but needs confirmation.
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Modes of Airborne Virus Spreading in the 
Indoor Environment 

Modes of Airborne Virus Spreading in the Indoor Environment

• Pre-pandemic, we thought the main mode of airborne transmission of 
viruses is through coughing and sneezing   

• “Asymptomatic” or “Pre-symptomatic”
transmission of Covid-19 has made us 
question our existing understanding 
of airborne transmission, especially in
the indoor environment

• If the virus-laden aerosols are helping
spread SARS-CoV-2, then it is extremely
important understand the spatio-temporal
evolution of the aerosols especially in the size range of 0.5 – 20 microns

JAMA, 2020, Bourouiba

• Pre-pandemic, we thought the main mode of 
airborne transmission of viruses is through coughing 
and sneezing 

• “Asymptomatic” or “Pre-symptomatic” transmission 
of Covid-19 has made us question our existing 
understanding of airborne transmission, especially in 
the indoor environment

• If the virus-laden aerosols are helping
spread SARS-CoV-2, then it is extremely
important understand the spatio-temporal
evolution of the aerosols especially in the size range of 
0.5 – 20 microns 

to the particle diameter.16 Therefore, social distancing requires a minimum of 1–2 m to avoid 
contact with a virus-containing respiratory droplet. In the situation of no effective treatment 
drug or vaccine, the most important personal methods to prevent or control this pandemic 
of COVID-19 are social distancing, use of a mask (if social distancing cannot be maintained), 
and handwashing.

Recently, it has been suggested that COVID-19 can be spread through not only droplets or 
contact, but also airborne transmission. An experimental study showed that the COVID-19 
virus in aerosol particles remained viable during 3 hours and 16 hours.17 Morawska and 
Milton, together with their co-authors, 239 scientists, strongly suggested the possibility 
of airborne transmission of COVID-19 based on several preprint findings, though there 
has been no peer review of this research.18 The last updated version of the WHO scientific 
brief reported on July 9, 2020 reported that airborne transmission by aerosols is rare, and 
SARS-CoV-2 is spread primary between people through droplets or close contact. However, 
the possibility of aerosol transmission in crowded indoor spaces has been suggested in 
combination with droplet transmission.19

In this outbreak, the distances between infector and infected persons were 4.8 and 6.5 m, 
both farther than the generally accepted 2 m droplet transmission range. This is some of the 
first evidence of airborne transmission. At the field investigation, we assumed the possibility 

5/8https://jkms.org https://doi.org/10.3346/jkms.2020.35.e415

Long-Distance Droplet Transmission of SARS-CoV-2

Air conditioner

Air flow

Confirmed case

Visitor

Empty seat

Employee

Fig. 3. Schematic diagram of the outbreak restaurant equipped with ceiling-type air conditioners. The arrowed solid 
streamlines represent the air flow directions in the restaurant. Curved air streamlines represent that air streams 
from the ceiling air conditioners are reflected from the wall or barrier, and move downward toward the floor.

JAMA, 2020,
Borubia



Size of Virus-Laden Aerosol Cloud   
and what mode will it be transmitted

Isosurface of vertical velocity 
zones that are high enough to 
keep 5 micron or lower, 
aerosols in suspension 



If we are using Computational Fluid Dynamics, 
what level of fidelity is required to accurately capture the aerosol transport ? 

Evaluation of Various Turbulence Models in Predicting Airflow and 1 
Turbulence in Enclosed Environments by CFD: Part-2: Comparison 2 

with Experimental Data from Literature 3 
 4 
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Numerous turbulence models have been developed in the past decades, and many of them may be 8 
used in predicting airflows and turbuence in enclosed environments. It is important to evaluate 9 
the generality and robustness of the turbulence models for various indoor airflow senarios. This 10 
study evaluated the performance of eight turbulence models potentially suitable for indoor 11 
airflow in terms of accuracy and computing cost. These models cover a wide range of 12 
computational fluid dyanmics (CFD) approaches including Reynolds averaged Navier-Stokes 13 
(RANS) modeling, hybrid RANS and large eddy simulation (or detached eddy simulation, DES), 14 
and large eddy simulation (LES). The RANS turbulence models tested include the indoor zero-15 
equation model, three two-equation models (the RNG k-ε, low Reynolds number k-ε, and SST k-16 
ω models), a three-equation model ( 2v f− model), and a Reynolds stress model (RSM). The 17 
investigation tested these models for representative airflows in enclosed environments, such as 18 
force convection and mixed convection in ventilated spaces, natural convection with medium 19 
temperature gradient in a tall cavity, and natural convection with large temperature gradient in 20 
a model fire room. The predicted air velocity, air temperature, Reynolds stresses, and turbulent 21 
heat fluxes by the models were compared against the experimental data from the literature. The 22 
study also compared the computing time used by each model for all the cases. The results reveal 23 
that LES provides the most detailed flow features while the computing time is much higher than 24 
RANS models and the accuracy may not always be the highest. Among the RANS models studied, 25 
the RNG k-ε and a modified 2v f−  model have the best overall performance over four cases 26 
studied. Meanwhile, the other models have superior performance only in some particular cases. 27 
While each turbulence model has good accuracy in certain flow categories, each flow type 28 
favors different turbulence models. Therefore, we summarize both the performance of each 29 
partcular model in different flows and the best suited turbulence models for each flow category 30 
in the conclusions and recommendations.  31 
 32 

INTRODUCTION 33 
The companion paper (Zhai et al., 2007) reviewed the recent development and applications 34 

of computational fluid dynamics (CFD) approaches and turbulence models for predicting air 35 
motion in enclosed spaces. The review identified eight prevalent and/or recently proposed 36 
turbulence models for indoor airflow prediction. These models include: the indoor zero-equation 37 
model (0-eq.) by Chen and Xu (1998), the RNG k-ε model by Yakhot and Orszag (1986), a low 38 
Reynolds number k-ε model (LRN-LS) by Launder and Sharma (1974), the SST k-ω model 39 
(SST) by Menter (1994), a modified v2f model  (v2f-dav) by Davidson et al. (2003), a Reynolds 40 
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 11

grids were placed in the spanwise direction while the grid resolution in cross section was the 1 
same as that for RANS. Figure 6 presents the numerical results.  2 
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Figure 6. Comparison of simulated and measured results on the centerline X/L = 0.5 in the 4 
room with mixed convection: a) temperature; b) turbulence kinetic energy. 5 

 6 
In general all the numerical simulations agreed reasonably with the experimental data for the 7 

air temperature profile. For the temperature prediction, the LES and the v2f-dav agreed better 8 
with the measured data than the other models. Most of the models can also calculate the 9 
turbulence kinetic energy fairly well except the SST k-ω model. Overall, the SST model 10 
predicted the turbulence kinetic energy 50% lower than the measurement while this result was 11 
similar to that by a standard k-ω model (the results not shown here). As discussed in the forced 12 
convection case, the SST model might not switch to k-ε model in regions far from the walls 13 
when the flow turbulence level is relatively low. Special care must be taken to apply the SST 14 
model in such flow regime while some modifications on the model blending functions may be 15 
needed.  16 

Strong Natural Convection in a Model Fire Room  17 
The three cases studied above represent the typical flow mechanisms in enclosed environments. 18 

Some models performed reasonably well for both cases while the others not. Another case with 19 
extreme buoyancy conditions was employed to test further the robustness of those models in a 20 
more challenging scenario: a model fire room with strong buoyancy flow. This case was 21 
designed by Murakami et al. (1995) who measured detailed mean and turbulence quantities. The 22 
chamber dimensions were 1.8 m long by 1.2 m wide by 1.2 m high as shown in Figure 1(d). The 23 
total heat power input from the heat sources was 9.1 kW with an average surface temperature 24 
higher than 500 ºC. The opening size was 0.4 m wide by 0.9 m high. The air flowed through the 25 
opening between the chamber and its outside enclosure. The outer enclosure was of a size about 26 
8000 m3. All the walls of the chamber were well insulated. Velocity vectors were measured by a 27 
two-component LDV. The air and wall temperatures were measured by thermocouples. 28 
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So we decided to do Direct Numerical Simulation (DNS) or highly-
resolution LES, which resolves almost all the relevant scales of turbulence



First problem we targeted is: DNS of a small cough 

FIG. 1. Section of the computational domain showing an instantaneous w velocity component field

at t = 0.75 s. The inset show the spectral element mesh (in red) and the LGL nodes (in black).
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This velocity sequence reproduces the overall characteristics of a cough in agreement143

with the measurements reported by Gupta et al.22 As the exhaled moist air acceler-144

ated/decelerated according to Eq. (1), it produced a jet that penetrated into the unperturbed145

ambient air. Once the cough ceased for t > t
c
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a

= 0.026Wm�1 K�1, ⌫
a

= 1.6⇥ 10�5m2 s�1, ↵
a

= 2.24⇥ 10�5m2 s�1 and �
a

= 0.00347K�1

158

respectively. Density variations with temperature were considered only in the buoyancy159

term of the vertical momentum equation according to the Boussinesq approximation160
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(with ⇢
a

= ⇢(T ⇤) = 1.22kgm�3). The Reynolds, Richardson and Péclet numbers were161

Re = w
m

d/⌫
a

= 6000, Ri = g�
a

�Td/w
m

2 = 5.61⇥ 10�4 and Pe = w
m

d/↵
a

= 4200, respec-162

tively. The gravity acceleration was g �
i2

= �9.8m s�2. Flow was integrated up to t ⇡ 1.7s.163

The hydrodynamics is illustrated in Fig. 1(a) that shows a slice of the instantaneous w field164

at t = 0.75s. This panel also shows the computational domain dimensions and some detail165

of the cylindrical inlet and numerical mesh.166

167

High-Order Spectral Element Methods (HO-SEM) have been shown to be especially well168

suited for turbulent flows26. The Nek5000 HO-SEM solver36 was used here to solve Eqs. (2)169

to (4). The numerical simulation presented here, with approximately 370 million mesh170

points, used 20 Intel Platinum 8168 nodes with 24 cores each interconnected with a 100171

Gb/s Infiniband network. The average CPU time per time step is around 5 seconds. The172

simulation took 5.19⇥ 105 CPU hours.173

174

Laboratory measurements used to estimate the production of turbulent kinetic energy175

in self-similar momentum pu↵s by Glezer and Coles et al.21 suggested values around ⇧ =176

100(I/⇢
f

t5)1/2 within the vortex ring, where I is the pu↵ impulse (I = 6 ⇥ 10�4Ns in177

the present DNS study). Under the assumption of equal production and dissipation, the178

ratio between the Kolmogorov length scale ⌘
K

and the exit diameter can be estimated as179

⌘
K

/d ⇡ 0.01 t5/8. This result is compatible with estimations from DNSs of jets based on180

the measurements of Panchapakesan and Lumley35 (see for example Boersma et al.7). For181

the present Reynolds number based on the maximum velocity during the cough, ⌘
K

/d ⇡182

6⇥10�4x/d. The present simulation shows that the initially laminar jet becomes completely183

turbulent, with fine scale activity, at t = 0.3s (t̃ = 72). At this time, the pu↵ is approximately184

located at x = 15 (x̃ = 15d) with values of the non-dimensional Kolmogorov length scale185

of approximately 5 ⇥ 10�3 and 10�2 according to the criteria based on the measurements186

of Glezer and Coles21 and Panchapakesan and Lumley35 respectively. The corresponding187

grid sizes at the jet axis at this position are �x̃ = �ỹ ⇡ 0.009 and �z̃ ⇡ 0.04 which are188

of the same order of magnitude as the estimations. A detailed discussion on the cough189

hydrodynamics can be found in Fabregat et al.18.190
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First problem we targeted is: DNS of a small cough 

FIG. 1. Section of the computational domain showing an instantaneous w velocity component field

at t = 0.75 s. The inset show the spectral element mesh (in red) and the LGL nodes (in black).

and the maximum temperature di↵erence �T = T0 � T1 = 19°C as space, velocity and160

temperature scales, the Reynolds, Richardson and Péclet numbers are Re = w
m

d/⌫ =161

6000, Ri = g��Td/w
m

2 = 5.61 ⇥ 10�4, and Pe = w
m

d/↵ = 4200, respectively. The162

gravity acceleration is g �
i2 = �9.8m s�2 and the temperature perturbation is defined as163

✓̃ = (T � T1)/�T . Note that the tilde symbol is reserved for non-dimensional variables.164

The variation of the physical properties with the water vapour concentration is neglected.165

This approximation is reasonable under the current conditions considered. For example, for166

exhaled air at T = 34°C and relative humidity RH = 85%,27 ⇢ = 1.130 kgm�3 and for167

ambient conditions at T = 15°C and RH = 65%, ⇢ = 1.220 kgm�3. However, for air at168

T = 34°C and RH = 65%, ⇢ = 1.134 kgm�3.169

The computational domain dimensions, the coordinate system, and the mesh details170

are illustrated in Fig. 1 using non-dimensional variables. The inlet boundary condi-171

tions in the cylindrical injection section of diameter (d̃ = 1) and length ( eH
p

= 2) are172

(ũ, ṽ, w̃)|
x̃,ỹ,z̃=�2,t̃ = (0, 0, w̃0(t̃)) and ✓̃

���
x̃,ỹ,z̃=�2,t̃

= 1, with boundary conditions for the outer173

walls set to no-slip and adiabatic. An annular indent of Gaussian profile with center at174

z̃
d

= �1/2, depth h̃
d

= 0.05, and width �̃2
d

= 0.01 has been used to mimic the complicated175

passage of exhaled air across the human mouth, cause boundary layer separation, and fa-176
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• Spa$al discre$za$on using 
high-order Spectral Element 
Methods (SEM) [Nek5000]

• 3rd-order semi-implicit $me-
stepping, EXT-BDF

• Current simula$on has 
around 300 million 
computa$onal points, 
needing 5.2x105 CPU hours 

• 4, 8, 16, 32, 64, 128 and 256 
micron aerosols

• Evapora$ve and non-
Evapora$ve

• 200 batches of 69 aerosols

• ~ 200,000 par$cles

grid sizes at the jet axis at this position are D~x ¼ D~y " 0:009 and
D~z " 0:04, which are of the same order of magnitude as the estima-
tions. A detailed discussion on the cough hydrodynamics can be found
in Fabregat et al.43

A. Dispersed phase model
Given the relatively initial small particle volume fraction (approx-

imately 10#5) in real coughs and sneezes,50 it is assumed that the par-
ticles do not affect the flow (one-way coupling). Under this
hypothesis, the solver for the carrier phase hydrodynamics was cou-
pled with a particle advection model to obtain the trajectories sjð~xj; tÞ
of j ¼ 1;…;Np particles that represent the ejecta fluid. Although,
immediately after being spewed, the ejected material typically under-
goes filamentation and a breakup process due to capillary instabilities,
the dispersed phase rapidly evolves into droplets and aerosols of spher-
ical shape with sizes, typically ranging between 1 and several hundred
lm in diameter.50 Mostly composed of water,51 the dispersed phase
density and thermal conductivity are set to qp ¼ 1000 kg m#3 and
kp ¼ 0:606Wm#1 K#1, respectively.

Particles are released using nb¼ 200 batches equally spaced in
time over approximately the entire duration of the cough (i.e., one
batch released every 2ms). To investigate the effect of droplet size and
evaporation, particles of ns¼ 7 different initial diameters (4, 8, 16, 32,
64, 128, and 256lm), both evaporating and nonevaporating (ne¼ 2),
are released from nl¼ 69 fixed seeding positions, resulting in a total
number of particles Np ¼ nbnsnenl ¼ 193 200 by the end of the expi-
ratory event. The sizes of the particles were selected from the typical
ranges reported for coughs.50 According to the estimations of the
Kolmogorov length scale indicated above (gK " 2& 10#4 m), only
the largest particles of 256lm, which are dominated by the gravita-
tional settling, are larger than this length scale. The nondimensional
location of the nl particle seeding positions is shown in Fig. 1(b).
The particles are seeded over a circular area centered at
ð~x; ~y; ~zÞ ¼ ð0; 0; 0Þ. Depositions on the inlet vicinity boundaries are

prevented by using an outer diameter for the seeding area equal to half
the inlet diameter [red dashed line in Fig. 1(b)].

Due to the presence of the nonevaporable material in the ejected
fluid mostly composed of proteins and salts, a lower bound for the
particle diameter representing the size of the nuclei52 has been set to
0:3d0p , where d

0
p represents the initial particle size. Thus, the fraction of

remaining evaporable water 1 in a particle can be defined as

1 ¼ 1# 10
7

d0p # dp
! "

d0p
; (5)

where 1 ranges between 1 at release time and 0 when no evaporable
water is left. Due to the modest change in particle density as water
evaporates, qp has been assumed constant over the duration of the
numerical experiment.

The position of an idealized spherical and smooth particle Xi can
be written as

d~Xi

d~t
¼ ~U i; (6)

where the particle velocity Ui can be obtained by solving the balance
between hydrodynamic drag, buoyancy, and thermophoresis forces,

d ~U i

d~t
¼

~ui # ~U i

sp|fflfflfflffl{zfflfflfflffl}
Drag

þ ngdi2|ffl{zffl}
Buoyancy

þ nth
@~h
@~xi

:
|fflfflfflffl{zfflfflfflffl}

Thermophoresis

(7)

The lift force, the pressure gradient force, and the virtual mass
and Basset forces are neglected according to the relatively small density
ratio between the fluid and the particle. The hydrodynamic drag
accounts for the fluid resistance or friction a particle experiences as it
moves with respect to the carrier phase and can be characterized by
the particle Stokes number sp defined as the ratio of the particle and
flow characteristic times. Small Stokes numbers are associated with
particles that rapidly react to changes in accelerations in the

FIG. 1. (a) A sliced domain showing an instantaneous ~w velocity component field. The inset shows details of the inlet section and the computational mesh with spectral ele-
ment boundaries in red and the polynomial expansion Legendre–Gauss–Lobatto collocation points in black.43 (b) Location of the nl¼ 69 particle seeding positions (in black)
with respect to the inlet cross section (red dashed line).
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grid sizes at the jet axis at this position are D~x ¼ D~y " 0:009 and
D~z " 0:04, which are of the same order of magnitude as the estima-
tions. A detailed discussion on the cough hydrodynamics can be found
in Fabregat et al.43

A. Dispersed phase model
Given the relatively initial small particle volume fraction (approx-

imately 10#5) in real coughs and sneezes,50 it is assumed that the par-
ticles do not affect the flow (one-way coupling). Under this
hypothesis, the solver for the carrier phase hydrodynamics was cou-
pled with a particle advection model to obtain the trajectories sjð~xj; tÞ
of j ¼ 1;…;Np particles that represent the ejecta fluid. Although,
immediately after being spewed, the ejected material typically under-
goes filamentation and a breakup process due to capillary instabilities,
the dispersed phase rapidly evolves into droplets and aerosols of spher-
ical shape with sizes, typically ranging between 1 and several hundred
lm in diameter.50 Mostly composed of water,51 the dispersed phase
density and thermal conductivity are set to qp ¼ 1000 kg m#3 and
kp ¼ 0:606Wm#1 K#1, respectively.

Particles are released using nb¼ 200 batches equally spaced in
time over approximately the entire duration of the cough (i.e., one
batch released every 2ms). To investigate the effect of droplet size and
evaporation, particles of ns¼ 7 different initial diameters (4, 8, 16, 32,
64, 128, and 256lm), both evaporating and nonevaporating (ne¼ 2),
are released from nl¼ 69 fixed seeding positions, resulting in a total
number of particles Np ¼ nbnsnenl ¼ 193 200 by the end of the expi-
ratory event. The sizes of the particles were selected from the typical
ranges reported for coughs.50 According to the estimations of the
Kolmogorov length scale indicated above (gK " 2& 10#4 m), only
the largest particles of 256lm, which are dominated by the gravita-
tional settling, are larger than this length scale. The nondimensional
location of the nl particle seeding positions is shown in Fig. 1(b).
The particles are seeded over a circular area centered at
ð~x; ~y; ~zÞ ¼ ð0; 0; 0Þ. Depositions on the inlet vicinity boundaries are

prevented by using an outer diameter for the seeding area equal to half
the inlet diameter [red dashed line in Fig. 1(b)].

Due to the presence of the nonevaporable material in the ejected
fluid mostly composed of proteins and salts, a lower bound for the
particle diameter representing the size of the nuclei52 has been set to
0:3d0p , where d

0
p represents the initial particle size. Thus, the fraction of

remaining evaporable water 1 in a particle can be defined as

1 ¼ 1# 10
7

d0p # dp
! "

d0p
; (5)

where 1 ranges between 1 at release time and 0 when no evaporable
water is left. Due to the modest change in particle density as water
evaporates, qp has been assumed constant over the duration of the
numerical experiment.

The position of an idealized spherical and smooth particle Xi can
be written as

d~Xi

d~t
¼ ~U i; (6)

where the particle velocity Ui can be obtained by solving the balance
between hydrodynamic drag, buoyancy, and thermophoresis forces,

d ~U i

d~t
¼

~ui # ~U i

sp|fflfflfflffl{zfflfflfflffl}
Drag

þ ngdi2|ffl{zffl}
Buoyancy

þ nth
@~h
@~xi

:
|fflfflfflffl{zfflfflfflffl}

Thermophoresis

(7)

The lift force, the pressure gradient force, and the virtual mass
and Basset forces are neglected according to the relatively small density
ratio between the fluid and the particle. The hydrodynamic drag
accounts for the fluid resistance or friction a particle experiences as it
moves with respect to the carrier phase and can be characterized by
the particle Stokes number sp defined as the ratio of the particle and
flow characteristic times. Small Stokes numbers are associated with
particles that rapidly react to changes in accelerations in the

FIG. 1. (a) A sliced domain showing an instantaneous ~w velocity component field. The inset shows details of the inlet section and the computational mesh with spectral ele-
ment boundaries in red and the polynomial expansion Legendre–Gauss–Lobatto collocation points in black.43 (b) Location of the nl¼ 69 particle seeding positions (in black)
with respect to the inlet cross section (red dashed line).
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underlying flow, while large Stokes are found in inertia-dominated
particles. The Stokes number for a particle of nondimensional diame-
ter ~dp can be written as

sp ¼ Re
~d
2
p

18Cc

qp

qa
1þ 0:15Re0:687p

! "#1
; (8)

where the last term is a correction of the Stokes drag when the particle
Reynolds number Rep ¼ dpjjui # Uijj=!a does not remain small.53 In
this equation, Cc is a correction factor that depends on the Knudsen
number Kn defined as

Kn ¼ 2k
dp
; (9)

Cc ¼ 1þ Kn 1:205e#0:0026=Kn þ 0:425e#0:7400=Kn
# $

; (10)

where k ¼ 6:8$ 10#8 m is the free mean path for air at T%.54

The magnitude of the buoyancy force experienced by a particle
floating in a fluid with different densities under a gravitational field
with acceleration magnitude g can be written as

ng ¼ #g 1# qa

qp

% & d
w2
m
: (11)

The thermophoretic force arises because of gradients in the tem-
perature field across the particle characteristic length, dp, for a spheri-
cal particle.53 The prefactor of the nondimensional temperature
gradient, nth, is defined as

nth ¼ #
18
Re2

Ktp

~d
2
p

DT
T%

qf

qp
; (12)

where the factor Ktp, which is defined as
55

Ktp ¼
2Cs kf þ 2kpKn
' (

1þ 2Kn 1:2þ 0:41 exp ð#0:44=KnÞð Þ½ )
1þ 6CmKnð Þ 2kf þ kp þ 4kpCtKn

' ( ;

(13)

contains three constants set to Cs ¼ 1:17; Cm ¼ 1:14, and Ct ¼ 2:18.
Note that the negative sign in nth indicates that the force points

in the direction of maximal temperature decay.
After solving for the carrier phase velocity ~ui by integrating in

time the hydrodynamics [Eqs. (2)–(4)], the dispersed phase [Eqs. (6)
and (7)] is temporally integrated using the Exponential-Lagrangian
Tracking Scheme (ELTS) derived by Barton.56 While classical explicit
methods exhibit prohibitive computational costs due to numerical
instability constraints for relatively small values of sp (e.g., Dt < 2sp
for fourth-order Runge–Kutta methods), the ELTS is inherently stable
and allows us to use the same time step for both the carrier and dis-
perse phases.

B. Evaporation model
The nondimensional equation for the rate of change in parti-

cle size due to evaporation of the aqueous fraction, which can be
obtained from the unsteady mass balance of the particle,57 can be
written as

d ~dp

d~t
¼ 4

Re Scv

qf # qs

qp

1
~dp
; (14)

where qs is the saturation water vapor concentration at the droplet sur-
face, qf is the local ambient water vapor concentration, Dv is the water
vapor diffusivity in air, and Scv ¼ !a

Dv
is the Schmidt number for water

vapor.
The evolution of the particle temperature, derived from the ther-

mal energy balance of the particle,57 can be written as

FIG. 3. Trajectory of particle cloud centroid for evaporative (dashed) and noneva-
porative (solid) types. Markers indicate the cough ceasing time for the nonevaporat-
ing type. Top: 4, 8, 16, and 32lm. Bottom: 64, 128, and 256lm.

FIG. 2. Top: cloud-averaged fraction of remaining evaporable water 1 for each parti-
cle size. Bottom: cloud-averaged vertical velocity component (W) for each size of
evaporative particles. Red and black vertical dashed lines indicate tm and tc,
respectively. The blue horizontal dashed line indicates a typical indoor mean air
velocity of 0.1 ms#1.
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d ~hp

d~t
¼ 12

Re Prp

1
~d
2
p

kv
kp

~hf " ~hp

! "
þ DvDHv

kpDT
qf " qsð Þ

" #
; (15)

where !p ¼ 1:015& 10"6 m2 s"1 is the water kinematic viscosity at
T', hp and hf are the particle and ambient fluid nondimensional

temperatures, Cpp ¼ 4179:6 J kg"1 K"1 is the liquid water heat capac-
ity, kv ¼ 0:026Wm"1 K"1 and kp ¼ 0:606W m"1 K"1 are the water
vapor and liquid water thermal conductivities, ap ¼ kp=ðqpCppÞ
¼ 1:45& 10"7 m2 s"1 is the liquid water thermal diffusivity,
DHv ¼ 2:257& 106 J kg"1 is the water enthalpy of vaporization, and

FIG. 4. Temporal evolution of each size cloud variance in each direction for evaporative (dashed) and nonevaporative (solid) types. Left: 4, 8, 16, and 32 lm. Right: 64, 128,
and 256 lm. The black dotted line marks the time the cough ceases.

FIG. 5. Probability density distribution (PDF) of the position difference in y (top row) and z (bottom row) between evaporative and nonevaporative particles for each size at
t ( 1:68 s. The two largest particles are not shown due to very small differences.
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underlying flow, while large Stokes are found in inertia-dominated
particles. The Stokes number for a particle of nondimensional diame-
ter ~dp can be written as

sp ¼ Re
~d
2
p

18Cc

qp

qa
1þ 0:15Re0:687p

! "#1
; (8)

where the last term is a correction of the Stokes drag when the particle
Reynolds number Rep ¼ dpjjui # Uijj=!a does not remain small.53 In
this equation, Cc is a correction factor that depends on the Knudsen
number Kn defined as

Kn ¼ 2k
dp
; (9)

Cc ¼ 1þ Kn 1:205e#0:0026=Kn þ 0:425e#0:7400=Kn
# $

; (10)

where k ¼ 6:8$ 10#8 m is the free mean path for air at T%.54

The magnitude of the buoyancy force experienced by a particle
floating in a fluid with different densities under a gravitational field
with acceleration magnitude g can be written as

ng ¼ #g 1# qa

qp

% & d
w2
m
: (11)

The thermophoretic force arises because of gradients in the tem-
perature field across the particle characteristic length, dp, for a spheri-
cal particle.53 The prefactor of the nondimensional temperature
gradient, nth, is defined as

nth ¼ #
18
Re2

Ktp
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DT
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; (12)

where the factor Ktp, which is defined as
55

Ktp ¼
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1þ 2Kn 1:2þ 0:41 exp ð#0:44=KnÞð Þ½ )
1þ 6CmKnð Þ 2kf þ kp þ 4kpCtKn
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(13)

contains three constants set to Cs ¼ 1:17; Cm ¼ 1:14, and Ct ¼ 2:18.
Note that the negative sign in nth indicates that the force points

in the direction of maximal temperature decay.
After solving for the carrier phase velocity ~ui by integrating in

time the hydrodynamics [Eqs. (2)–(4)], the dispersed phase [Eqs. (6)
and (7)] is temporally integrated using the Exponential-Lagrangian
Tracking Scheme (ELTS) derived by Barton.56 While classical explicit
methods exhibit prohibitive computational costs due to numerical
instability constraints for relatively small values of sp (e.g., Dt < 2sp
for fourth-order Runge–Kutta methods), the ELTS is inherently stable
and allows us to use the same time step for both the carrier and dis-
perse phases.

B. Evaporation model
The nondimensional equation for the rate of change in parti-

cle size due to evaporation of the aqueous fraction, which can be
obtained from the unsteady mass balance of the particle,57 can be
written as

d ~dp

d~t
¼ 4

Re Scv

qf # qs

qp

1
~dp
; (14)

where qs is the saturation water vapor concentration at the droplet sur-
face, qf is the local ambient water vapor concentration, Dv is the water
vapor diffusivity in air, and Scv ¼ !a

Dv
is the Schmidt number for water

vapor.
The evolution of the particle temperature, derived from the ther-

mal energy balance of the particle,57 can be written as

FIG. 3. Trajectory of particle cloud centroid for evaporative (dashed) and noneva-
porative (solid) types. Markers indicate the cough ceasing time for the nonevaporat-
ing type. Top: 4, 8, 16, and 32lm. Bottom: 64, 128, and 256lm.

FIG. 2. Top: cloud-averaged fraction of remaining evaporable water 1 for each parti-
cle size. Bottom: cloud-averaged vertical velocity component (W) for each size of
evaporative particles. Red and black vertical dashed lines indicate tm and tc,
respectively. The blue horizontal dashed line indicates a typical indoor mean air
velocity of 0.1 ms#1.
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DNS of a small cough 
(velocity magnitude [m/s] and temperature [C] of the cough in space and time)
t = t

m

= 0.15 s
t = 0.25 s

t = 0.30 s t = t

c

= 0.40 s

t = 0.75 s t = 1.50 s

FIG. 2. Detail of the slice at x = 0 of the velocity magnitude field (in m s�1) at t =

0.15, 0.25, 0.30, 0.40, 0.75, 1.5 s. Note that t = t

m

= 0.15 s and t = t

c

= 0.40 s correspond to

the peak and cough ending times respectively.

the momentum of the pu↵ remains constant during its dispersion. The linear momentum is233

conserved by the entrainment of the quiescent ambient fluid resulting in a pu↵ that increases234

in mass and decelerates as it penetrates into the ambient. In inclined pu↵s and thermals,235

where the pu↵ may bend due to buoyancy e↵ects, the radial spread of the pu↵ can be236

written23 as r(t) = ↵ s(t).237

238
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t = t

m

= 0.15 s
t = 0.25 s

t = 0.30 s t = t

c

= 0.40 s

t = 0.75 s t = 1.50 s

FIG. 3. Detail of the slice at x = 0 of the temperature field (in °C) at t =

0.15, 0.25, 0.30, 0.40, 0.75, 1.5 s. Note that t = t

m

= 0.15 s and t = t

c

= 0.40 s correspond to

the peak and cough ending times respectively.

Previously reported18,19 values of ↵ for thermals are 0.25 and between 0.13 and 0.53.239

In their experiments, Bourouiba, Dehandschoewercker, and Bush 23 found smaller values240

ranging between 0.09  ↵  0.18 for the jet stage and 0.015  ↵  0.037 for the horizontal241

buoyant pu↵ phase.242

The behavior of a horizontal buoyant pu↵ released with an initial momentum during a243

short initial period of time (0  t  t
j,end

) can be understood as an initial turbulent jet that244
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DNS of a small cough 
(Puff front evolution and Centroid Location)
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FIG. 4. Pu↵ front temperature and vertical velocity.
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The instantaneous temperature integrated along x, he✓i
x

, is thought to mimic the pho-265

tographic images taken during the experiments by Bourouiba, Dehandschoewercker, and266

Bush 23 .267

Using the contour of i
k

, the pu↵ front is fitted by a 3D ellipsoid with centroid (c
x

, c
y

, c
z

)268

and semi-axes (�1, �2, �3)39. To mimic the analysis in23, we define r as the longest projected269

semi-axis on the plane y � z.270

The pu↵ front temperature and vertical velocity are shown in the top and bottom panels271

of Fig. 4 respectively. Results suggest that, after the end of the cough event (marked by272

the vertical dashed blue line), temperature within the pu↵ front decays exponentially as273

turbulent mixing entrains fresh fluid. The horizontal velocity in the pu↵ front peaks at the274

same time the injection does (vertical dashed orange line) to later decay to values close to275

that typical of indoors conditions40 of 0.1 m s�1 indicated by the horizontal red dashed line.276
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FIG. 5. Panel (a): Pu↵ front trajectory ellipsoid centroid from the DNS (thin dotted black), the

Richards 21 model for ↵ = 0.20 (red) and ↵ = 0.25 (blue). Panel (b): Temporal evolution of

centroid travelled distance from the DNS (thin dotted black), the Richards 21 model for ↵ = 0.20

(red) and ↵ = 0.25 (blue) and the Scorer 22 model (solid black). Vertical dashed orange and blue

lines indicate the peak velocity and cough end times respectively. Curves for t

1/2 and t

1/4 added

for reference.

While larger ↵ values result in better predictions of the centroid trajectory, the faster rate305

of entrainment leads to underpredicted travelled distance s.306

D. Pu↵ front growth and topology307

The three projection views of the best-fitting ellipsoid to the pu↵ front at s = 5, 30, and 65308

cm are shown in Fig. 6. Results suggest that, as the pu↵ penetrates in the environment, the309

fastest growing semi-axis in this flow realization is the one quasi-parallel to the x direction.310

Details of the temporal evolution of the pu↵ front topology are provided in Fig. 10. Re-311
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The Dispersed Phase

Non-Evaporating Evapora-ng
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FIG. 2. Trajectory of particle cloud centroid for evaporative (dashed) and non-evaporative (solid)

types. Markers indicate the cough ceasing time for the non-evaporating type. Left panel: 4, 8, 16

and 32 µm. Right panel: 64, 128 and 256 µm.

particles have mostly reached the boundaries of the domain at r = eR = 25. The largest

ones, with larger inertia, are the particles that travel the farthest before reaching to bottom

domain limits.

On the other side of the particle distribution, particles diameter above 32 µm also exhibit

negligible di↵erences in their cloud centroid trajectory. In this case, the shrinking in size

due to evaporation over the duration of the experiment is too small to significantly change

the particle dynamics dominated, in this case, by the gravitational action.

Notably, evaporation is found to significantly modify the path followed by the 32µm cloud.

While non-evaporative particles follow a parabolic trajectory similar to that described by

larger particles, the evaporative cloud counterpart reverses its downward trajectory. This

behavior suggests that for this specific size, evaporation leads to a transition from gravity

to drag dominated dispersion.
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Dashed  –
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Solid –
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Aerosols were injected into the room via a six jet Collison
Nebuliser (CN 25, BGI Inc, USA) attached to the inlet port of the
chamber. The nebuliser utilises a separate pump, pressure regulator
and metre operating at a flow rate of 8 L min!1 to deliver HEPA
filtered air. Manufacturer’s data from BGI indicate the size distri-
bution of particles ejected during the process to have a mean mass
diameter of 2.5 mm and a standard deviation of 1.8 mm. Eventual
size distribution may vary through evaporation and the experi-
mental set-up. While bioaerosol samples were not taken here,
previous studies such as Hathway [4] have shown this experi-
mental approach typically results in a bioaerosol concentration in
the room of the order of 103e104 cfu/m3, with over 90% of the
bioaerosols collected on plates 5 and 6 of an Anderson sampler,
corresponding to particle diameters of the order 1e2 mm (Anderson
1958). Method of injection varied based on the requirements for
each experimental scenario. In the case of the empty chamber

(scenario 1), bioaerosols were released from the centre of the room
isotropically. In subsequent cases, (scenarios 2e4) a plastic tube of
2.5 cm Ø was clamped at the head of the infectious DIN-man and
droplets were released into the thermal plume.

2.3. Sampling methodologies

All biological samples were taken on Tryptone soya agar (Oxoid,
UK) as the controlled chamber conditions meant that no other
species were present. Deposition was measured using settle plates
located on the floor or on surfaces in the room. Given the inherent
variability of biological particle collection, it was found that

Table 1
Experimental scenarios. *Heated cylinders (DIN man) used as mannequins to
produce a thermal plume representative of a human.

Case N" 1 2 3a 3b 4a 4b

Scenario Empty room Single room Double
room no
partition

Double
room with
partition

Details No furniture
or mannequin

Hospital
single
room & 1
heated
mannequin

Hospital
double
room & 2
heated
mannequins

Hospital
double room,
2 heated
mannequins
& partition
between beds.

Aerosol
release

Room centre Patient
head

Patient 1 Patient 2 Patient 1 Patient 2

Fig. 2. Typical DIN man thermal output ("C).

Fig. 1. Chamber geometry including centreline air speeds at the inlet. (a) Chamber geometry including source location for scenario 1 (Table 1) and contour plot showing measured
velocities at inlet diffuser: (range: 0e0.7 m/s). (b) Horizontal centreline plot of velocity magnitudes measured at the inlet diffuser.

M.-F. King et al. / Building and Environment 59 (2013) 436e447438

• High-Resolution Large Eddy 

Simulations (LES) coupled with 

Lagrangian particle tracking for 

the aerosols. 

• Using high-order Spectral 

Element Methods for spatial 

discretization

• Reynolds number: 8000 -

15,000 ~ (4-6-8 ACH)

• Current simulation has  100 

million computational points

• 500,000 aerosols 

(0.5 – 4 -32 microns)

• More expensive, as simulation 

has to be run longer

High-Resolution LES of flow and particle 
transport in a room



Even in a “simple” Empty room the Mixing Process is Complicated

6 ach 8 ach



Difference in Dispersion of Aerosols in the Room Based on Location
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steady-state before 5-micron aerosols were released at four different location along the center of the room 
at a height of 1.5-1.7 m.  

 
Figure 2: Figures show the transport of 5 µm aerosols released at four different locations (black squares) 
driven by airflow at 6 ach, coming in through the vent at the top and going out of the vent at the bottom 
(red square). Both figures show the velocity magnitude at two planes near the two further away walls 
(colored blue-low flow to red-high flow rates), and demonstrate different pathways the aerosols are 

transported through depending on their initial location. Notice that the purple particles released in the 
second from the left black box spread slowly in the center of the room, while the green particles on the 

far-right black box spread to the right-hand wall. 

Figure 3: Figure shows the final distribution (after 360 seconds) of the aerosols starting at four locations 
when observed though the (a) y-z plane, (b) x-y plane, (c) x-z plane. (d) Percentage of aerosols from each 
location that were found to go out of the exhaust vent. The green aerosols (P1) that were injected nearest 

to the wall with the exhaust was found to go out through the vent in the largest numbers. The black 
aerosols (P4) that were released farthest from the exhaust were the second highest in terms of drain out 

efficiency. 

• Need substantial time to reach a statistical steady state, before aerosols can be injected

• 1.5 mins of real time takes 768 node hours on Frontera (~ 50,000 cpu hours)

• We need to run for at least 30 – 60 mins = 31,000 node hours

• Though it takes about 50,000 node hours to reach a statistically steady state, so each simulation 
of this size is costing about 100,000 node hours



Fast & Accurate Prediction of Virus Loading in 
Heterogenous Indoor Environments :  CEAT

Schimmoller et al., Sci. Adv. 8, eabq0593 (2022)     30 September 2022

S C I E N C E  A D V A N C E S  |  R E S E A R C H  A R T I C L E

3 of 22

quantity of infectious material that enters the respiratory tracts of 
all members of the group by inhalation over the duration of the po-
tential event.

Rather than using an explicit calculation of group dose, the 
CEAT model takes the form of a relative dose model, comparing 

a specific evaluated scenario to a defined high-risk baseline by  
a ratio

  Ratio of Group Doses =    G  i (Evaluated Scenario)    ───────────   G  BL (Baseline Scenario)      (6)

Fig. 1. CEAT interface and background on the model used. (A) User interface of the interactive PDF for CEAT. (B) The equations (Eqs. 2 to 5) that the CEAT model uses 
to calculate results. Figures 1A and 1B were created by Jim Gibson of Signature Science, LLC, Charlottesville, Virginia, USA.

D
ow

nloaded from
 https://w

w
w

.science.org at U
tah State U

niversity on Septem
ber 30, 2022



CEAT’s ability in 
predicting Super 
Spreader Events

Schimmoller et al., Sci. Adv. 8, eabq0593 (2022)     30 September 2022

S C I E N C E  A D V A N C E S  |  R E S E A R C H  A R T I C L E

7 of 22

   P  CEAT Pred.   = 1 − exp(−  D  CEAT i  )  (7)

The CEAT-predicted infection rate is plotted against the observed 
cases among the susceptible people (Fig. 2A). Information on vacci-
nation, variant, and mask usage (which was none) was gathered 
from the reported events (Table 2). The CEAT results show a high 
correlation with the observed infection rates, with an almost one-
to-one relationship (i.e., R2 = 0.93) (Fig. 2A). If we remove case 11 
(i.e., Choir rehearsal, France, 12 March 2020) (33, 34) from the data 
points included, then we achieve an even higher correlation between 
CEAT and the observed infection rate (i.e., R2 = 0.96). For case 11, 
CEAT predicted a 100% infection rate, while the actual event had 
69% reported infections (Table 2). Given the characteristics of this 
event, with a reported very small room volume (at 136.5 m3), 27 people 
singing, and a low ventilation rate, both the CEAT model and the 
Wells-Riley approach predict a 100% infection rate. As noted in (34), 
it is possible that cases were underreported; 19 of the 27 individuals 

reported having COVID-19, including 7 cases confirmed with reverse 
transcription polymerase chain reaction (RT-PCR) and 12 probable 
cases that showed symptoms. Because not all individuals were tested 
with RT-PCR nor directly interviewed by the researcher, we cannot 
know whether the other assumed that eight negative individuals 
were asymptomatic and COVID-19 positive or just had unreported 
symptoms. We believe that including this case shows that although 
some situations might lack all the optimal parameters needed, 
CEAT will provide reasonable predictions of the relative magni-
tude of exposure risk. This is also an argument for testing all indi-
viduals in the room in an event such as case 11.

In addition, CEAT correctly binned the events as high risk, and there 
is a statistically significant positive correlation between the number of 
observed infections and CEAT group-wise dose ratio (Fig. 2E). As dis-
cussed in the previous section, to assess infection rate, the initial 
relationship between the dose and the infection rate is unadjusted 
and then through the “Poisson distribution adjustment factor” in 
step 10, we achieve the corrected adjustment. With CEAT, even 

Fig. 2. Validation of the CEAT with known COVID-19 spreading events. (A and B) The adjusted and unadjusted scatter plot comparing the observed infection rates of 
known events (found in Table 2) to CEAT-predicted infection rates. (C and D) The adjusted and unadjusted scatter plot comparing the observed infection rates of known 
events to Wells-Riley model–predicted infection rates. For (A) to (D), linear fits were made to the data points, and the residuals of these fits are plotted underneath each 
plot. The R2 values for the fits are shown in the plots. (E) Correlation plot of the observed infection rate to both the CEAT and Wells-Riley adjusted predicted infection rates. 
Correlation with additional parameters from the event is shown. The size of the nodes reflects the degree of correlation (i.e., larger the size, the higher the correlation). 
Positive correlation is related to the higher shades of red, while negative correlation is related to higher shades of blue. Statistically significant correlations are denoted 
by ***P < 0.001, **P < 0.01, and *P < 0.05. (F) Scatter plot of the exposure risk for all 20 events determined by CEAT found in Table 2.
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Can we Improve the Computational Performance using GPUs ? (NekRS)

Table 1: Cost in ms per timestep of various components in particle tracking. Nested timings are
included in their parent times.

Findpts implementation GPU CPU
Migration Yes No Yes No
particle count 1003 1503 2003 1003 1503 2003 1003 1503 1003 1503

Fluid Solve 98.2 98.1 98.5 99.2 98.2 107.5 97.9 98.7 101.2 100.1
Particle Creation 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Particle Update 3.6 8.5 19.1 18.6 60.8 146.1 277.0 910.2 288.3 953.9
- Copy fluid vel. to host - - - - - - 15.7 13.9 16.4 15.5
- findpts 2.7 6.4 14.3 8.9 29.0 69.1 225.3 746.5 234.1 775.9
- - Memcpy 0.4 0.7 1.2 0.8 1.8 4.2 - - - -
- - Kernel 1.8 4.9 11.3 1.9 6.4 14.6 219.7 735.7 220.4 734.7
- migration 0.1 0.1 0.3 - - - 0.1 0.2 - -
- findpts eval 0.6 1.3 3.1 9.4 31.0 74.9 49.7 158.5 54.0 177.1
- - Memcpy 0.2 0.4 0.9 0.3 1.0 2.0 - - - -
- - Kernel 0.5 0.9 2.2 0.3 0.8 1.4 49.6 158.5 43.2 141.9
- Advance position 0.2 0.5 1.2 0.2 0.5 1.3 0.2 0.5 0.1 0.5
- Barrier 0.0 0.1 0.2 0.1 0.3 0.8 1.8 4.4 0.1 0.3

the last. With the device implementation, particle migration is able to provide significant additional
improvements in the communication, resulting in, e.g., 70% of the total update time being spent in
the computational kernel for 2003 particles instead of merely 11%.

There are a few points to note when extrapolating these results to other cases. First, the
mesh is linear and uniformly sized, meaning that findpts will require only one Newton interation to
converge. Second, the particles are distributed uniformly; in many real applications the particle
distribution will induce load imbalance, which reduces performance. Third, particles were created
once at the beginning of the simulation. High particle turnover will produce extra communication
in the findpts and migration steps, as most particles will require migration on their first timestep.
Finally, in the fluid simulation the velocity, pressure, and temperature solves converged within one
iteration on almost every timestep. So, these case is an easy problem for both the particle tracking
and the fluid solve.
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• Tests run on 10 nodes of Summit (60 GPUs)
• With a uniform distribution of particles
• Migration (Yes/No): Exchanges particle ownership so that each process owns the particles that 

are present in its elements. (using a fast all-to-all data exchange using crystal router)



Conclusions and Future Directions from 
Room-scale Simulations

• We are conducting some of the first high-fidelity 
turbulence resolved simulations of aerosol transport in 
indoor environment. 

• These simulations will be used as benchmark results to 
compare/improve lower-fidelity models 
(e.g. RANS based) 

• Improved understanding of effect of aerosol size, release 
location, air-flow rates and evaporation on residence 
time and deposition pattern of virus-laden aerosols 

• The high-resolution model results are being used to 
analyze and understand the large and small scale 
turbulent structure of the flow 

Basic Measurement Setup
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Final Objective: Development of a robust 
Covid-19 Exposure Assessment Tool (CEAT)

Option 1

A B
Fitted N95

N95/KN95

Double Surgical Mask

Surgical Mask

Average Mask

Cloth Mask

No Mask

Duration of 
Activity in Hours: 

Number of People 
Sharing Activity Space:  

Step 2 Enter the number of people sharing the space for the activity. 
Must be between 2 and 250 people.

Medical ACH
General 6

Laboratory 6

Treatment room 6

Examination room 6

Retail
Sales (except as below)  1.5

Barbershop  1.5

Hair and nail salons  3.75

Supermarket 1

Fast Food 6

Bars 2‐ 6
Restaurants 2‐ 4
Education
Classrooms (ages 5 to 8)  2

Classrooms (age 9 plus)  2

Daycare (through age 4)  2.5

Multiuse assembly  5

Lecture hall (fixed seats)  7

Lecture classroom 3

Libraries  1.5

Music/theater/dance 2.5

Office
Office space  0.5

Reception Area 1.25

Meeting/ Conference 
Rooms 2

Manufacturing 
Manufacturing Floor 1.5

Residential
Homes with closed 
windows 0.5

Rooms with one open 
window 1.75

Homes with all open 
windows 3

Travel
Aircraft 20

Trains/Buses 6

Cars (Windows Closed) 6

Cars (Windows Open) 10

Step 8 Select whether outdoor or indoor 

Step 4 Select Mask Type and Prevalence of mask wearing 

Step 5 Select Vocalization Intensity Step 6 Select Breathing Rate

Activity A B
Sleep

Resting

Passive/Light 
Activity

Moderate Exertion

Heavy Exertion

% of People Wearing Masks

Step 9 If indoors, enter the room dimensions and the height of the ceiling. 

Step 7 Enter the duration that most closely matches activity. 

Room Area (ft2) 

Ceiling Height (ft): 

Room Width (ft): 

Room Length (ft): 

A:  B: 

Outdoor activities: Select wind conditions that 
best match.   

A:  B: 

© 2022 Signature Science, LLC

COVID‐19 Exposure 
Assessment Tool

A B
100%

90%

75%

50%

25%

0%

Filter Type 

CEAT

Activity Exhalation Type  A B
Resting Silent

Speaking

Loudly speaking

Standing Silent

Speaking

Loudly speaking

Singing

Light exercise Silent

Speaking

Loudly speaking

Heavy 
exercise

Silent

Speaking

Loudly speaking

A B

A B

Table 1: Typical 
ACH Values (Option 2)  A B

Obtain the Air Changes per Hour (ACH) using 
Option 1 or 2: 

• Option 1 – Use ACH provided by building 
engineers or  H&S. 

• Option 2 – from Table 1 on right, select the 
facility type and ACH that best matches the 
activity location. 

1 ACH (Air Changes per Hour) is synonymous with AER (Air 
Exchange Rate [Exchanges/Hour]) 

MERV 8 

MERV 13

HEPA Filters 

No Filters 

A B Flow Option 1 – Use a 
default assumption of 
flow of filtered air of 
1 cfm/ft2.

Indoor 
ACH

Enter indoor ACH (or AER1) Values:
A B

Step 10 Calculate Adjustment to Local Community’s Current Conditions
Average Daily Cases 

per 100,000 
in the Last Week

Undiagnosed Factor 
for Area (Set to 3 if 

not known) 

=

Active Infections per 
100,000 2

Results

Variant Prevalence  

Average 
Days Infectious

(Set to 5 if not known) 

Start Step 1 Enter information that describes the Group.  

The Group is composed of people who, prior to this activity, 
you estimate have a likelihood COVID‐19 infection that is…

A B
100x lower than the community’s average due to their adhering to public 
health guidance on distancing, masking, and exposure to crowds/people. 
10x lower than the community’s average due to their adhering to public 
health guidance on distancing, masking, and exposure to crowds/people. 
Equal to the community average. 

10x higher than the community’s average due to their not adhering to 
public health guidance on distancing, masking, and exposures to crowds. 
100 percent, since they are known to be diagnosed with active COVID‐19.  

Click to apply Group’s Vaccination
Rate to the Exposure Calculations

Select Flowrate Option: 

Flow Option 2 – Enter 
a specific filtration 
flow rate if known

Flowrate 
(cfm):

a. Group’s Infection Likelihood compared to the Community    

b. Group’s Vaccination Rate: 
%

c. Group members use of viral genome or protein surveillance testing    
All members are 
tested within 3‐days 
prior to event 

All unvaccinated members 
are tested within 3‐days 
prior to event 

Testing not required 
(or testing status 
unknown)

Room Volume (ft3) 

Beaufort Scale A B
Moderate 13 ‐ 18 mph Raises dust and loose paper; small branches are moved

Gentle 8 ‐ 12 mph Leaves/small twigs in constant motion. wind extends light flag

Light 4 ‐ 7 mph Wind felt on face, leaves rustle

Calm 1 ‐ 3 mph Direction of wind shown by smoke drift

Very Calm 0.1 ‐ 1 mph No direction or flow observed

US Customary Units (US) 
23 January 2022 V B.34_US BETA

Notes

Estimate of 
Portion of Active 
Infections (%) 
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the low particle concentration in the puff front results in a reduced poten-
tial viral concentration in that region. Nonzero potential viral concentra-
tion levels exclusively due to large particles are mostly found at the
location lower than the source (dashed horizontal black lines). On the

other hand, small particles are responsible for vertically wider risk maps
due to their capacity to rise above the source height level.

Overall, for the conditions considered in this simulation, the hor-
izontal range of the viral concentration cloud before typical ambient

FIG. 11. x¼ 0 slice of potential viral concentration f in nl of ejecta fluid" 1000 emitted particles per cm3 of air. (a), (c), and (e) Evaporative particles. (b), (d), and (f)
Nonevaporative particles. (a) and (b) All particles. (c) and (d) 4–32 lm. (e) and (f) 64–256 lm. The projected inlet pipe in z is shown as black dashed lines.
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Potential Viral Load (based on particle size and concentration) from the Cough

Non-EvaporationNon-Evapora,on



Room scale flow structure at 6 ACH
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